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Abstract The forward search is a powerful general method for detecting multiple
masked outliers and for determining their effect on inferences about models fitted to
data. From the monitoring of a series of statistics based on subsets of data of increas-
ing size we obtain multiple views of any hidden structure. One of the problems of
the forward search has always been the lack of an automatic link among the great
variety of plots which are monitored. Usually it happens that a lot of interesting fea-
tures emerge unexpectedly during the progression of the forward search only when a
specific combination of forward plots is inspected at the same time. Thus, the analyst
should be able to interact with the plots and redefine or refine the links among them. In
the absence of dynamic linking and interaction tools, the analyst risks to miss relevant
hidden information. In this paper we fill this gap and provide the user with a set of
new robust graphical tools whose power will be demonstrated on several regression
problems. Through the analysis of real and simulated data we give a series of exam-
ples where dynamic interaction with different “robust plots” is used to highlight the
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presence of groups of outliers and regression mixtures and appraise the effect that
these hidden groups exert on the fitted model.

Keywords Forward search · Robustness · Exploratory data analysis ·
Data visualization · Statistical graphics · Brushing and linking

Mathematics Subject Classification (2000) 62F35 · 62-07 · 62J05 · 62J20

1 Introduction

The problem of representing data or any quantitative information in a graphical form
suitable to human interpretation and exploration has deep roots and has been addressed
in statistics and in many other scientific disciplines (Friendly 2005). One of the biggest
challenges statisticians face when working on applied problems with non-statisticians
is to be able to effectively present and communicate statistical results (Spence 2001;
Tufte 1983). In this paper we develop new interactive tools which can dynamically
connect the information which comes from different “robust plots”. We show that
the use of these tools can be very important not only to present the results in a more
effective way, but also to explore the (multivariate) data in all their dimensions at once
and find hidden structures such as complex regression mixtures.

The paper fits into the topic of data visualization (see Chen et al. 2008 for a com-
prehensive review on this topic) and data projections (Buja et al. 2009) and aims at
extending the well known paradigms of linking and brushing (Wilhelm 2008) to the
literature of robust statistics. More specifically, in this paper we focus on the forward
search which is a powerful general method for detecting multiple masked outliers and
for determining their effect on inferences about models fitted to data. Essentially, the
forward search approach starts by considering only a subset of the observations and
looks for the evolution of parameters, residuals or other statistics of interest when
this subset is increased by choosing observations in the next subset with ordering
criteria that in general are very simple to implement and quick to execute. Use of the
forward search is described in Atkinson and Riani (2000) for linear and non-linear
regression, response transformation and in generalized linear models. Related forward
techniques for multivariate data are given in Atkinson et al. (2004). Riani et al. (2008)
also proposed a natural extension of the forward search to the estimation of regression
mixtures.

In the forward search we monitor the evolution of residuals, parameters estimates
and inferences as the subset size increases, presenting our results as “forward plots”
which show the evolution of the quantities of interest as a function of subset size.
Therefore, unlike other robust approaches, the forward search is a dynamic process
that produces a sequence of estimates and related plots.

One of the problems of the forward search has always been the lack of an automatic
link among the great variety of plots which are monitored and of tools to facilitate the
extraction of the information which comes from such plots. In this paper we fill this
gap and provide the user with a set of new robust graphical tools whose power will
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be demonstrated on several regression problems, including the detection of groups of
outliers and the identification and estimation of regression mixtures.

The output is a series of linking and interaction tools which connect together dif-
ferent views of the data represented in several classical and robust plots. Such tools,
not only help to better present the data, but also enable the researcher to highlight
the presence of hidden subgroups of data. In fact, the objects of real interest for the
statistician or for the end-user can emerge unexpectedly during the progression of
the forward search or only when a specific combination of plots is inspected jointly.
Dynamic interaction can be very useful and helpful to appraise the effect that these
hidden groups exert on the fitted model.

The structure of the paper is as follows. In Sect. 2, after introducing the notation,
we briefly recall the main quantities which are monitored along the forward search
algorithm in regression and we stress the need of linking the information which comes
from the monitoring of the different statistics. In Sect. 3 we give a series of exam-
ples from real and simulated data where, thanks to the dynamic links among different
robust plots and interactive graphics, it is immediately and easily possible to reveal
the real structure of the data and to appraise the effect that subgroups of units exert
on particular statistics. Sect. 4 concludes and provides food for thought for future
research.

Given that the role of colours is often crucial in representing visual information in
black/white, we recommend the reader to have a look also at the colored version of
the paper available on the ADAC website of the publisher.

2 From static to dynamic linked robust forward plots

To introduce the notation let us say that in the regression model y = Xβ + ε, y is the
n × 1 vector of responses, X is an n × p full-rank matrix of known constants, with i th
row xT

i , and β is a vector of p unknown parameters. The normal theory assumptions
are that the errors εi are i.i.d. N (0, σ 2).

The least squares estimator of β is β̂. Then the vector of n least squares residuals
is e = y − ŷ = y − X β̂ = (I − H)y = Ay, where H = X (X T X)−1 X T is the ‘hat’
matrix, with diagonal elements hi and off-diagonal elements hi j . The residual mean
square estimator of σ 2 is s2 = eT e/(n − p) = ∑n

i=1 e2
i /(n − p).

The forward search in regression typically starts by fitting a small subset of m0
of the n observations in the data. The subset is chosen robustly, using Least median
of squares (LMS) or Least trimmed squares (LTS) estimators (Rousseeuw 1984). For
general m, with m0 ≤ m ≤ n, let S(m)∗ be the subset of size m, for which the matrix
of regressors is X (m∗) and the response is y(m∗).1 Least squares on this subset of
observations yield parameter estimates β̂(m∗) and s2(m∗), the mean square estimate
of σ 2 on m − p degrees of freedom. Residuals can be calculated for all observations

1 The notation X (m∗) means that we consider the m observations from the subset S(m)∗ , and similarly for
y(m∗), etc.
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including those not in S(m)∗ . The n resulting least squares residuals are

ei (m
∗) = yi − xT

i β̂(m∗), i = 1, . . . , n. (1)

The estimates of the parameters are based on only those observations giving the central
m residuals. The search moves forward with the augmented subset S(m+1)∗ consisting
of the observations with the m + 1 smallest absolute values of ei (m∗). Notice that we
use the plural form ‘m + 1 smallest values’ because from step m to step m + 1 some
units may leave the subset.

In the forward process we obtain a series of parameter estimates for p ≤ m ≤ n,
which progress from very robust (i.e. β̂LMS or β̂LTS) at the beginning of the search to
least squares at the end. The forward search estimator β̂FS is defined as a collection of
least squares estimators in each step of the forward search; that is,

β̂FS =
(
β̂(p∗), . . . , β̂(n)

)
, (2)

where β̂(p∗) = β̂LMS or β̂(p∗) = β̂LTS. During the search we can monitor any relevant
statistic. Typically, we monitor quantities indicative of model quality or inadequacy,
such as residuals or the score test for transformation. In regression we can also monitor
the evolution of s2

S(m) , the estimate of the error variance. Because the search orders the
observations by the magnitude of their residuals from the fitted subsets, the value of
s2

S(m) increases during the search, although not necessarily monotonically. As a conse-
quence, even in the absence of outliers and model inadequacies, the values of the t tests
for the parameters in the model decrease during the search and are hard to interpret. In
Atkinson and Riani (2002) the method of added variables is used to provide plots of t
tests which are orthogonal to the search and have the required t-distribution. In order
to judge the importance of a particular variable (say w), it is customary to use the so
called added variable plot, that is the plot showing the residuals of y against all pre-
dictors except w, versus the residuals of w on all other predictors. More specifically,
given the model

y = Xβ + wγ + ε,

where γ is a scalar, the added variable plot is the plot of (In − H)y = Ay = e (resid-
ual response) against Aw (residual added variable). Given that residuals are subject
to the well known masking and swamping problems, the information which comes
out form this plot can be highly misleading. Clearly, it is very cumbersome to moni-
tor during the search for each subset size m the plot of (Im − H(m∗))y(m∗), where

H(m∗) = X (m∗)
(
X (m∗)T X (m∗)

)−1
X T (m∗) against (Im − H(m∗))w(m∗). On the

other hand, once the monitoring of deletion t tests or any other forward plot has high-
lighted the importance of particular units at step, say, m∗, it is useful to project the
remaining n − m∗ units on the added variable plot based on m∗ units in order to better
appraise the importance they exert on the significance of a particular explanatory vari-
able. Up to now this could be done only off line in a very ad hoc and cumbersome way.
Thanks to our new dynamic interactive tools, once a set of trajectories are highlighted,
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it is possible to project them in the added variable plot and immediately appraise their
importance. In Sect. 3.2 we will see an example of this technique.

In the context of response transformation, when the null hypothesis is that λ = λ0,
the added t tests based on constructed variables are known in the statistical literature as
“score tests for transformation”. A powerful robust tool to understand the percentage
of observations which are in accordance with the different values of the transformation
parameters is the forward plot of the score test statistic for transformation of the set
of constructed variables for different values λ0, using a separate search for each λ0.
These trajectories of the score tests can be combined in a single picture named the
“fan plot” (Atkinson and Riani 2000). Up to now it was very cumbersome to connect
relevant features in the fan plot to the position of the units in the scatter plot matrix.
This limited considerably the possibility of exploring all the patterns which came out
unexpectedly from the fan plot.

One of the most important plots monitors all residuals at each step of the forward
search. Large values of the residuals among cases not in the subset indicate the pres-
ence of outliers, as do nonsmooth changes in the value of the residual sum of squares.
Because of the strong dependence of s2

S(m) on m, we standardize all residuals by the

final root mean square estimate s2. One of the drawbacks of this plot is that when n
is large there are too many lines and therefore this plot tends to become confused and
misleading.

To test for outliers the deletion residuals are calculated for the n − m observations
not in S(m)∗ . These residuals are

r∗
i (m∗) = yi − xT

i β̂(m∗)
√

s2(m∗){1 + hi (m∗)} = ei (m∗)
√

s2(m∗){1 + hi (m∗)} , (3)

where hi (m∗) = xT
i

{
X (m∗)T X (m∗)

}−1
xi , the leverage of each observation, depends

on S(m)∗ . Let the observation nearest to those constituting S(m)∗ be imin where

imin = arg min |r∗
i (m∗)| for i /∈ S(m)∗ ,

the observation with the minimum absolute deletion residual among those not in S(m)∗ .
If observation imin is an outlier, so will be all other observations not in S(m)∗ .

To test whether observation imin is an outlier we use the absolute value of the
minimum deletion residual

r∗
imin(m

∗) = eimin(m∗)
√

s2(m∗){1 + himin(m∗)} . (4)

Riani and Atkinson (2007), using the properties of order statistics from folded t distri-
butions, found good approximations to the forward envelopes of the minimum dele-
tion residual. In order to keep into account the problem of multiple testing during
the various steps of the search and to control the overall size and power of the test
Riani et al. (2009) suggested a procedure for automatic outlier detection during the
forward search.
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Up to now the forward plot of residuals has always been static and unlinked with
that of the minimum deletion residual. Only manually and in a rather cumbersome
off line way it was possible to link the different features which came out from the
monitoring of these two plots. Some of these features, such as outliers entering at the
end of the search, were easy to identify and link among the various plots. However,
groups of points of potential interest and relevant events occurring at specific steps
of the process, which sometimes emerge unexpectedly during the progression of the
forward search, can only be appraised by inspecting these two plots simultaneously,
possibly in combination with other plots and by interacting with the graphics. Often,
it is crucial to find the right trade-off between detail and scope of the data region
inspected, by means of zoom and unzoom tools.

As concerns the order of entry of the units, in most moves from m to m + 1 just
one new unit joins the subset. However it may also happen that two or more units join
S(m)∗ as one or more leave. Such an event is quite unusual, only occurring when the
search includes one unit that belongs to a cluster of outliers. When this happens, at the
next step the remaining outliers in the cluster seem less outlying and so several may
be included at once. In this case several other units then have to leave the subset. Up to
now the analysis of the steps in which a certain set of units entered the subset was done
off line. Similarly, off-line was the analysis of the joint effect on the regression fit of
a subgroup of units. The information in the different forward plots was retrieved with
ad hoc routines written to appraise the effect that a particular subgroup had exerted
on another statistic monitored in another plot. Therefore, in practice it was almost
impossible to detect and analyze complex structures such as regression mixtures.

All these limitations used to cause difficulties to effectively communicate statistical
results, especially for an audience with limited statistical experience, and may have
even limited the use of the forward search method in the statistical community.

3 Examples

In this section we compare the output of the “traditional” forward search plots with
that obtained with the new dynamic linking and selection tools. The emphasis is on
the information gained from the adoption of such tools.

3.1 Hawkins data

The set of simulated data analyzed in this section were intended by Hawkins to be
misleading for standard regression methods. An analysis is given by Atkinson and
Riani (2000, §3.1). There are 128 observations and nine explanatory variables.

The traditional forward plot of scaled residuals clearly shows that there is a lot of
interchange in the order of magnitude of the residuals during the forward search. Sim-
ilarly, the minimum deletion residual among observations not in the subset, that is the
outlier test statistic (4), shows three clear peaks. These plots however, are static in the
sense that do not enable for example to understand from which units the three peaks,
which clearly appear in the minimum deletion residual plot, are formed. Similarly, it

123



New robust dynamic plots for regression mixture detection 269

Fig. 1 Hawkins data. Dynamic forward plots of scaled residuals (left panel) and minimum deletion residual
outside subset with 1, 50 and 99% confidence envelopes (right panel). The set of trajectories brushed in the
left panel is automatically shown in bold face in the right panel. This set of brushed units corresponds to
the last peak in the monitoring of minimum deletion residual

is not clear which trajectories of the residuals correspond to the three peaks. So far
all this information had to be checked manually analyzing the units which entered
the search. At present, thanks to the interactive connection which we have created
among the different plots it is possible to select a set of trajectories in the monitoring
residuals plot (left panel of Fig. 1) and at the same time to see them highlighted in
the monitoring of the minimum deletion residual (right panel of Fig. 1). For example,
Fig. 1 shows that the most extreme (negative and positive) residuals enter the last 6
steps of the search and are associated with the final peak. Similarly, if we do a second
brushing, we can see that the set of trajectories selected in the left hand panel of Fig. 2
correspond to units which enter consecutively and are associated with the second peak
in the right panel of Fig. 2.

Figure 3 shows the output of a third additional brushing which is connected with
the first peak in the minimum deletion residual plot. Every time a brushing action is
performed on the monitoring residuals plot, it is possible to display in an automatic
way also the information about the position of the brushed units in the scatter diagram
of y against the required explanatory variable (s) (see for example the bottom panel of
Fig. 3). Finally, it is worthwhile to stress that even if in this example we started brush-
ing from the monitoring of scaled residuals, it is also possible to start brushing from
the minimum deletion residual plot and see the corresponding trajectories highlighted
in the residuals plot.

3.2 Multiple regression data

This dataset (introduced by Atkinson and Riani 2000) contains 60 observations on a
response y with the values of three explanatory variables. The scatterplot matrix of the
data and the traditional diagnostic plots show no apparent outliers. On the other hand,
the monitoring of scaled squared residuals clearly reveals that there are 6 trajectories
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Fig. 2 Hawkins data. Dynamic forward plots of scaled residuals (left panel) and minimum deletion residual
outside subset with 1, 50 and 99% confidence envelopes (right panel). The additional set of trajectories
brushed in the left panel is automatically shown in bold face in the right panel. This last set of brushed units
corresponds to the second peak in the monitoring of minimum deletion residual

whose residual seems to be different. From these traditional static plots it is not clear
which effect this group of 6 units exerts for example in the minimum deletion residual
and or in other statistics. Finally, it is not clear in which steps the entry into the subset
of the six potential outliers took place and or if the entry of the outliers caused some
units already in the subset to leave it.

At present all these questions can be answered simply brushing the set of required
units or particular steps in a plot. When we brush the trajectories of the 6 potential
outliers in the monitoring residuals plot (left panel of Fig. 4), it is possible to notice
(centre panel of Fig. 4) that, when the first of this group of units enters the subset, the
value of minimum deletion residual lies just above the 99% envelope. On the other
hand, due to the well known masking effect when all the 6 potential outliers enter the
subset, the value of the minimum deletion residual is well below the 1% envelope.
The effect of the 6 units on the significance of variable X1 is shown egregiously in the
right panel of the Figure which gives the added variable plot at step m = n − 6 = 54
together with the regression line coming from the addition of variable X1 when these
6 potential outliers are included or excluded. When they are excluded the slope is
positive and the strength of the association of variable X1 measured by its added t
statistic is equal to 2.25 (its p-value is equal to 0.029). On the other hand, when they
are included, the slope turns out to be negative and the added t statistic becomes equal
to −1.26 (p-value = 0.21).

The left panel of Fig. 4 shows that there is a unit (observation 43) whose residual
increases in the final steps of the search. When this trajectory is brushed (top left panel
of Fig. 5), we can immediately see that it corresponds to a unit which is included for
the first time into the subset in the step prior to the inclusion of the six potential outliers
(top right panel of Fig. 5). When all the group of potential outliers is included, unit 43
goes out of the subset and reenters in the final step. The final brushing is associated
to the set of trajectories which in the monitoring of scaled squared residuals seems to
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Fig. 3 Hawkins data. Dynamic forward plots of scaled residuals (left panel) and minimum deletion residual
outside subset (right panel) and scatter of y versus X8 (bottom panel). The three sets of trajectories brushed
in the left panel is automatically shown in bold face (right panel). It is also possible to see in an automatic
way the position on the required scatter plot of the brushed units (bottom panel)

lie between 4 and 10 (bottom left panel of Fig. 5). The right bottom panel of Fig. 5
shows that this set of trajectories enters in steps 43–50 and is associated with the small
peak out of the upper 99% envelope in the central part of the search of the minimum
deletion residual.

3.3 Loyalty cards data

In this section we consider 509 observations on the behaviour of customers with loyalty
cards from a supermarket chain in Northern Italy. The response (y) is the amount, in
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Fig. 4 Multiple regression data. Dynamic forward plots of scaled squared residuals (left panel), minimum
deletion residual outside subset with superimposed 1, 50 and 99% envelopes (centre panel) and added
variable plot at step m = 54 (right panel), for the addition of variable X1 with the six outlier projected.
The effect of the group of 6 potential outliers on the judgement of the importance of variable X1 is clear

Fig. 5 Multiple regression data. Dynamic forward plots of squared scaled residuals (left panels), minimum
deletion residual outside subset with superimposed 1, 50 and 99% envelopes (right panels). In the top
left panel the trajectory corresponding to unit 43 is brushed. In the bottom left panel the set of residuals
associated with the central peak in the minimum deletion residual is brushed

euros, spent at the shop over 6 months and the explanatory variables are: X1, the num-
ber of visits to the supermarket in the six month period; X2, the age of the customer
and, X3, the number of members of the customer’s family. Given that the response is
likely not to have a homogeneous variance, it may need to be transformed. Often the
analysis of the data can be strongly improved if the response variable is transformed. If
the sample size is small (i.e. n ≤ 100), generally it is enough to consider the five most
common values of the transformation parameter (that is λ = (−1,−0.5, 0, 0.5, 1)).
On the other hand, when the sample size increases, a finer grid of values of λ must
be considered. In both cases, it is necessary to understand which are and what is the
effect of the potential outliers on the different scales. If there are indications that the
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Fig. 6 Loyalty cards data. Fan plot for λ = (0, 1/3, 0.4, 0.5) (top left panel) with the last steps of the
search for λ = 0.4 brushed. Scatterplot of y0.4 (transformed “Sales”) versus all the three explanatory
variables with the brushed units highlighted (top right panel). Monitoring residuals plot with highlighted
the trajectories corresponding to the brushed units in the fan plot (bottom left panel). Monitoring minimum
deletion residual plot with highlighted the steps corresponding to the brushed units in the fan plot (bottom
right panel)

regression data should be transformed, it is important to remember that outliers in one
transformed scale may not be outliers in another scale.

The top left panel of Fig. 6 shows the fan plot for the values of λ = (0, 1/3, 0.4, 0.5).
This plot clearly shows that both the log and square root transformation are not diffused
throughout the data. The value of the third root tends to lie close to the 99% rejection
line and at the end lies completely inside the confidence bands. The curve associated
with λ = 0.4 is always inside the bands and at the end goes outside. Both for λ = 1/3
and λ = 0.4 there seems to be a considerable decrease in the trajectory of the score
test in about the last 20 steps. From this static fan plot it is not clear whether the units
which enter the final part of the search for these two values of λ are the same. Finally,
it is necessary to understand where this group lies in terms of the scatter plot matrix,
what is its effect on the significance of the explanatory variables and whether these
units must be considered atypical. The dynamic brushing which we have implemented
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Fig. 7 Loyalty cards data. Fan plot for λ = (0, 1/3, 0.4, 0.5) (left panel) with the steps of the search below
the 1% confidence band for λ = 0.4 brushed. Scatterplot of

√
y (transformed “Sales”) versus all the three

explanatory variables with the brushed units highlighted (right panel). The brushed units are are much more
spread out in the three scatterplots

enables easily to answer all these questions. The units associated with the last steps of
the search for λ = 0.4, which are brushed on the top left panel of Fig. 6, immediately
appear highlighted on the scatter plot (top right hand panel). This enables us to under-
stand that the brushed steps are associated with consumers who behave in a strikingly
different way from the majority of the population. More precisely, the brushed group
is characterized by consumers of varying age and size of the family who spend much
less than it would be expected given their high number of visits to the supermarket
of the chain. The top right panel also shows the projected regression line when this
brushed group is included (solid lines) or excluded (dashed lines) from the analysis.
Clearly, the effect of the brushed units is to decrease considerably the slope of the
coefficient associated with the first explanatory variable. The bottom left panel clearly
shows that the brushed units have a very large negative residual throughout all the
central part of the search and that at the end their trajectories are completely confused
with those of the rest of the data. Often, when the sample size is large, the monitoring
residuals plot due to the high number of curves becomes difficult to interpret. Clearly,
as it happens in this case, the highlighting of a set of units helps a lot its readability.
Finally, if the user is interested in outlier detection, the right bottom panel of Fig. 6
shows that the curve of the minimum deletion residual goes out of the 99% threshold
in the final part of the search. If the curve of minimum deletion residual is redrawn
without the set of brushed units (the figure is not given here due to lack of space) it is
possible to see that it stays completely inside the new resuperimposed envelope during
all the search.

One may wonder how crucial is the choice of the transformation value. We therefore
check the impact of the units that, in the fan plot for the slightly upper value λ = 0.5,
cause the value of the score test statistic to fall below the 1% rejection line (left panel
of Fig. 7). This happens earlier than in λ = 0.4 case. In the square root case, even if
the selected units have about the same impact in decreasing the slope of the coefficient
associated with the first explanatory variable (see right panel of Fig. 7), they cause
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the slope associated with the explanatory variable “age” to become almost parallel to
the x axis and they increase considerably the coefficient for the regressor “Number
of persons in the family”. As concerns the position of the new brushed units they
are more spread out in the three scatterplots and, thus, they cannot be associated to a
typical consumers behavior. In other words, while the rejection of the null hypothesis
λ = 0.4 seems to be due to the presence of a cluster of outliers, the rejection of the
null hypothesis of square root transformation is not due to the presence of particular
units, but seems to be diffused throughout the data.

3.4 International trade data

In this subsection we illustrate the advantages of adopting our flexible interactive plots
in a context in which the patterns of interest are complex (regression mixtures) and
the focus is on the interpretation of the results by the end-user. We argue that with
our interactive graphical tools the end-user can combine effectively subject matter
knowledge with information provided by the statistical method and draw conclusions
of relevant operational value.

We use an example taken from the thousands of international trade datasets that
we analyze in the context of a collaboration between two services of the European
Commission: the Joint Research Centre (JRC) and the European Anti-Fraud Office
(OLAF), with the purpose of highlighting potential cases of fraud, data quality issues
and other oddities related to specific international trade contexts. Every country keeps
record of the trade of its companies with other countries and such huge amount of data
is archived in many commercial and public datasets. Trade data are sometimes aggre-
gated, depending on the needs and the mission of specific international organizations
such as the European Commission’s statistical office, EUROSTAT. The example in
this subsection refers to monthly data aggregated at country level.

For each product, country of origin and destination (POD), we use the values and
quantities traded to estimate the slope of the regression line, that is a sort of “fair price”
for that particular combination, and we detect low and high price outliers. The situa-
tion is complicated by the fact that, for a given POD, there might be flows referring to
different trade prices, which result in mixtures of linear populations. Abnormal price
transactions are made available to OLAF and to its partners in the Member States for
analyzes motivated by the identification of potential fraud cases. In order to illustrate
the benefits which come from dynamic brushing we consider the values (in thousands
of Euros) and the quantities in tons of a fishery product imported into the European
Union (EU) from a third country.

Given that the relationship between value and quantity is linear, trade data should
not require transformation. The need of transformation may be due to the presence
of multiple populations: that is fair trade declarations together with price under-
declarations to reduce import duties and over-declarations to carry out money laun-
dering activities.

The left panel of Fig. 8 shows that the inclusion of the last observations which
enter the forward search, causes strong rejection of the hypothesis of no transforma-
tion. After a simple brushing action on the trajectory of the fan plot for λ = 1, it is
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Fig. 8 Fishery trade data. Fan plot for λ = (0, 0.5, 1) (left panel) and the scatter of values (in thousands
of euros) against quantities (in tons). The brushed units in the fan plot are automatically highlighted in the
scatter plot. The brushed units form a separate cluster from the main bulk of the data

immediate to see that the brushed units form a well defined cluster below the main
cloud in the scatter plot (right panel of Fig. 8) which shows the quantity (x axis) and
the value (y axis) of the monthly flows.

Perrotta and Torti (2009), using repeated application of the forward search, could
identify the group of the “fair” import flows (which in the scatterplot are represented
with symbol ‘+’) to the other Member States, estimate their price (13e /kg) and finally
divide the group of abnormal flows in other two linear clusters (which in Fig. 9 are
represented respectively with circles and squares) of significantly different estimated
price, 9.17 vs. 6.55e /kg. These two groups correspond to imports into a specific EU
Member State (say MS7). In this case the prices declared look suspiciously low if
compared to those of the other Member States.

However, there is a relevant fact that becomes clear only by inspecting in the input
table (see bottom panel of Fig. 9) the transactions corresponding to the circles and
squares, by comparing their prices and the time periods when the transactions were
recorded. In fact, the two abnormal clusters include flows that took place respectively
in the first 14 consecutive months of the period analyzed (circles) and in the following
consecutive 21 months (squares). A natural conclusion of clear operational value is
that in the period analyzed the traders in MS7 gradually lowered their import price
declarations, up to half of the reported price by the other Member States.

In Perrotta and Torti (2009) such unexpected pattern was found almost incidentally,
by off-line inspection of the data table. Clearly this way of proceeding is not efficient:
it requires big efforts and the chance of finding unexpected patterns of this type is
limited. For example, without interactive tools it would be difficult to realize that near
the origin of the axes there is a large number of linear groups of data, visible only by
zooming that region. We omit here to discuss this and other interesting patterns that
can be found by inspecting other variables for other groups of observations.

Our solution for the end user consists in linking the familiar tools such as the
scatterplot of the import values and quantities and the table of the original data,
where all relevant trade variables can be found. In this paper we have illustrated the
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Fig. 9 Fishery trade data. The scatterplot of values and quantities (top panel) and the data table with other
relevant variables (bottom panels). Selected units in the scatterplot are automatically highlighted in the
table and vice-versa. The ‘Id’ variable in the table indicates how the three groups of flows were identified
by the forward search: a + in the scatterplot has id ‘A’ in the table, the squares correspond to a ‘B’ and the
circles to a ‘C’

brushing and linking tools starting from the forward plot of scaled residuals, minimum
deletion residual, or fan plot. However, we have also implemented the possibility of
brushing directly from the scatter plot matrix. For example, if in Fig. 9 we brush the
units corresponding to the squares symbols, we can see that they have the largest
negative residuals throughout the search (left panel of Fig. 10) and enter the search
in the final steps (right panel of Fig. 10). Inside this group, the observations with the
highest absolute scaled residuals value throughout the search correspond to flows 200
and 212. These two observations enter the subset only in the last two steps of the
procedure. Similarly, the brushing of the circles in Fig. 9 reveals that this group is
characterized by trajectories with negative residuals intermediate to those of the other
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Fig. 10 Fishery trade data. The scaled residuals trajectories (left) and the minimum deletion residual curve
at each step of the FS (right). The units highlighted in the two plots refer to those selected in the scatterplot.
The link is automatic also in this case. The units denoted with squares in Fig. 9 are the last to enter the
search and are those with the largest negative residuals (dashed lines in the left panel). Inside this group our
data tooltip (right panel), which appears automatically when the user clicks on a point in the curve, shows
detailed information about the associated observation. The units denoted with circles in Fig. 9 (dotted lines
in the left panel of scaled residuals) enter the search just before those shown with a square (dashed lines in
the left panel)

two groups and is formed by units which enter the search just before the group of the
squares.

4 Conclusions

All the dynamic plots and the interactive tools discussed in this paper have been
developed in MATLAB and are part of a toolbox which can be used to experiment the
forward search on regression problems. The toolbox contains an extensive documen-
tation integrated in the standard MATLAB help system, for each function and also
for the “forward search philosophy of data analysis”. The toolbox is freely available
at http://www.riani.it/matlab.htm, where the user can also watch or download videos
which show in a dynamic way the brushing actions which have been illustrated in this
paper. A book on practical visualization and exploratory data analysis in MATLAB
that can be used as a reference and baseline for our paper is Martinez and Martinez
(2004).

The work discussed covers about a year of software development and experimen-
tation, but the project is far from being complete. Currently, we are working on the
integration of the forward search to the multivariate context, so that to extend the appli-
cability of the method. This will force us to address new plots which are more typical
of multivariate visualization. We will progressively include various robust techniques,
so that to enable comparisons among the main different robust approaches and def-
inition of rigorous benchmark experiments. Another objective is to provide a stand
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alone run-time version of our toolbox so that also researchers, without the MATLAB
licence, can use it.

Our project also targets end-users who are unsatisfied with standard static output
or with the way traditional statistical output is presented or with the standard inter-
pretation of the statistical results and their translation into subject matter terminology.
We consider the linking and brushing extension to data tables proposed in the interna-
tional trade example only as a first step. In the future it will be necessary to couple the
new brushing and linking tools with the possibility of interactively incorporate subject
matter knowledge as new data variables. For example, the antifraud expert might want
to mark the outliers which are not fraud (false signals, from his perspective), define
a model for the new data and run again the outlier detection tool. We are seeking at
interactivity and visualization approaches sufficiently general and flexible to target a
wide user community.
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